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Abstract

Apes, dolphins, and some monkeys seem to have metacognitive abilities: They can accurately evaluate the likelihood that their response in cognitive task was (or will be) correct. These certainty judgments are seen as significant because they imply that animals can evaluate internal cognitive states, which may entail meaningful self-reflection. But little research has investigated what is being reflected upon: Researchers have assumed that when animals make metacognitive judgments they evaluate internal memory strength. Yet decades of research have demonstrated that humans cannot directly evaluate internal memory strength. Instead, they make certainty judgments by drawing inferences from cues they can evaluate, such as familiarity and ease of processing. It seems likely that animals do the same, but this hypothesis has not been tested. I suggest two strategies for investigating the internal cues that underlie animal metacognitive judgments. It is possible that animals, like humans, are capable of making certainty judgments based on internal cues without awareness or meaningful self-reflection.
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Where is the “meta” in animal metacognition?

In 1982, the United States Department of Agriculture (USDA) proposed a directive that would have reclassified ketchup as a vegetable. The goal was to allow cafeterias across the country to save money by eliminating a serving of vegetables from their school lunches. This proposal, which sparked outrage, was never implemented (Nestle, 2011). In the United States today, however, a piece of pizza counts as a serving of vegetable if it contains two tablespoons of tomato paste (Baertlein & Abbott, 2011). Pizza is faintly vegetable-like, but it lacks essential vegetable properties that make schoolchildren healthy.

Researchers who study animal metacognition may be repeating the USDA’s mistake. The essential property of metacognition is that monitoring one’s own cognition involves self-reflection (Metcalfe & Kober, 2005). Do the tasks that animals are asked to perform, in animal metacognition research, tap into this essential property? Or do these tasks, like tomato paste, lack essential properties? Answering this question requires examining the cues that guide metacognitive judgments, but a brief tour of the tasks used in animal metacognition research is necessary first.

A Brief Overview of Animal Metacognition Tasks

A growing literature suggests that some monkeys, apes, dolphins, and possibly other non-human animals\(^1\) can make metacognitive judgments about their perceptions and memories (for reviews, see Kornell, 2009; Smith, 2009; Smith, Beran, Couchman, Coutinho, & Boomer, 2008; Terrace & Son, 2009). In the first demonstration of this ability, Smith, Schull, Strote, McGee, Egnor, and Erb (1995) played tones that ranged from 1,200-2,100 Hz for a dolphin (Tursiops truncatus). The dolphin’s task was to select
one response for 2,100 Hz tones and another response for any other tones. There was also a third response option that advanced the animal to an easier trial. The dolphin selected this third “uncertain” response primarily on the most difficult trials (i.e., those nearest 2,100 Hz), suggesting that it could make certainty judgments. Rhesus monkeys (Macaca mulatta) performed similarly in a visual discrimination task (Shields, Smith, & Washburn, 1997).

Other animal metacognition studies followed. In a seminal study of memory monitoring, Hampton (2001) showed Rhesus monkeys a sample picture and then asked them to select it from among three other pictures. On some trials, after the sample disappeared but before the test began, the monkeys had a choice: If they choose to skip the test they received a small reward, but if they chose to take the test they received either a larger reward or a timeout depending on whether they answered correctly or not. Memory test accuracy was lower when the test was required than when the animals had the option to decline the test but chose to take it, presumably because they selectively declined tests when they predicted they were likely to answer incorrectly.

In another study, Kornell, Son, and Terrace (2007) presented Rhesus monkeys with a confidence-like gambling task. Subjects made a response in a memory task and then they made a “bet” that was either low-risk (a small payoff regardless of memory-task accuracy) or high-risk (a large payoff following a correct answer but an equally large punishment following an error). High-risk responses occurred most often following correct responses. Moreover, because of training on prior tasks, accurate metacognitive responding began on the first day of the memory task, which suggests that instead of learning a task-specific response pattern, the animals had learned to make confidence-like
responses in a flexible, general way (also see Templer & Hampton, 2012). Based on these findings and others, researchers have concluded that animals can make accurate certainty judgments.

**The Essential Feature of Metacognition**

It goes without saying that animals respond to environmental cues. They also respond to internal cues; for example, animals can learn to respond based on hunger and thirst (Bolles & Petrinovich, 1954). Metacognition is different because it requires responding based on internal *cognitive* states. The ability to make certainty judgments suggests that animals can engage in self-reflection: they can look inward and evaluate the strength of their own memories. This apparent self-reflection seems elevate metacognition above garden-variety judgments and cognitions in animals (e.g., Smith, 2009; Smith, Shields, & Washburn, 2003; Terrace & Metcalfe, 2005). Thus, articles about animal metacognition often claim that metacognitive behaviors require high-level cognitive abilities that correspond to self-reflection, awareness, or consciousness. They assert that metacognition has long been seen as uniquely human and use terms like, “The missing link in cognition,” or the, “Origins of self-reflective consciousness” (Terrace & Metcalfe, 2005). It is crucial, though, to understand the nature of the cues animals rely on when they make certainty judgments. If the cues are not internal cognitive states, metacognition would lose its “meta-ness.”

An ongoing debate about the cues that control metacognitive judgments centers on the possibility that allegedly metacognitive behavior can be accounted for by simple reinforcement models that explain behavior based on responses to external stimuli (e.g., Le Pelley, 2012). Many studies have aimed to demonstrate that simple reinforcement
alone cannot explain metacognitive judgments. These studies have, in general, attempted to eliminate the possibility that external cues are solely responsible for controlling behavior (e.g., Beran, Smith, Coutinho, Couchman, & Boomer, 2009; Couchman, Coutinho, Beran, & Smith, 2010; Hampton, 2001; Kornell, et al., 2007; Smith, et al., 2008; Smith, Beran, Redford, & Washburn, 2006).

Researchers have assumed that if they can exclude external cues, then animals must make metacognitive judgments by evaluating the strength of their memories. The reasoning seems safe: If animals act certain when they have strong memories, then they must be certain because they have strong memories. Unfortunately, this reasoning has been tested, and discredited, over the last four-plus decades of research on human metacognition. Humans cannot directly evaluate the strength of their memories, as I review in the next section.

Thus, an important question has been overlooked in the debate about the role of internal versus external cues: What internal cues guide judgments (see Hampton, 2001)? For example, if it turned out that animals make certainty judgments on the basis of their own response time, would metacognition retain the essential features that make it interesting? Examining questions about external cues (and simple reinforcement) but assuming internal cues do not need to be scrutinized is like checking a car’s tires but assuming the engine is fine—even though the human engine held surprises.

**Direct Access Versus Inference**

Early research on human metacognition (e.g., Hart, 1967; for a brief history, see Son & Kornell, 2008) endorsed what came to be known as the *direct access* view (Schwartz, Benjamin, & Bjork, 1997). The reasoning was straightforward: Memory
judgments are made based on an internal analysis of the memories being judged, and high levels of certainty are caused by the presence of strong memories.

The direct access view predicts that memory judgments should be correlated with memory strength. However, evidence has been accumulating for the last four decades that is at odds with this prediction (e.g., Schwartz et al., 1997). For example, presenting words in small versus large type size affects metacognitive judgments but does not affect memory (Kornell, Rhodes, Castel, & Tauber, 2011; Rhodes & Castel, 2008). Words presented loudly are also rated as more memorable than words presented quietly, again incorrectly (Rhodes & Castel, 2009). Size and volume affect the ease (or fluency) with which people process information. Other factors, such as familiarity or recency, also increase ease of processing. Ease of processing has a strong influence on metacognitive judgments, even, as many studies have shown, when it does not affect memory (e.g., Alter & Oppenheimer, 2009; Begg, Duft, Lalonde, Melnick, & Sanvito, 1989; Kelley & Jacoby, 1996; Matvey, Dunlosky, & Guttentag, 2001; Undorf & Erdfelder, 2011). In short, human certainty judgments vary systematically when memory strength does not.

Other studies have gone further, creating situations where memory and certainty are negatively correlated. For example, in a study by Benjamin, Bjork, and Schwartz (1998), participants answered a list of trivia questions. After each question, they estimated the likelihood that they would remember their answer on a subsequent free-recall test (that is, the questions were not presented on the test, which was made clear to the participants). When participants thought of an answer quickly during the first phase, they were more likely to give it a high metacognitive judgment (i.e., predict that they were likely to remember it on the free recall test), but they were less likely to remember it
when the time came to take the test. Because participants relied on ease of processing (the items they recalled quickly were easier to process), their judgments were diametrically opposed to actually memory strength. These findings demonstrate that when two cues—memory strength and ease of processing—send conflicting signals, metacognitive judgments correspond to ease of processing, not memory strength (also see, e.g., Begg et al., 1989; Besken & Mulligan, 2013).

Based on findings like these, researchers who study human metacognition have largely rejected the direct access view. It has been replaced by the inferential view, which holds that people cannot assess the strength of their memories directly. Instead, people rely on cues we can directly experience, such as the ease with which an answer comes to mind (e.g., Benjamin & Bjork, 1996; Korniat, 1997; Reder & Ritter, 1992). Animal metacognition researchers continue to endorse the direct access view when they a) assume that humans can monitor the strength of their memories and b) claim they have evidence that animals can do so as well.

**Animal Paradigms and Their Analogues**

In most research supporting the inferential view, including the research reviewed above, participants have made judgments of learning: They have judged the probability that they will be able to recall an answer later (e.g., Benjamin et al., 1998; Besken & Mulligan, 2013; Kornell et al, 2011; Rhodes & Castel, 2008, 2009). Animals are not generally asked to make predictions about how they will do on a test that will take place later. They typically judge the accuracy of their memory right now. Thus, many of the studies that support the direct access view in humans do not have analogs in the literature on animal metacognition. However, for each of the three animal paradigms that I
reviewed at the outset of this article, there is at least one analogous study that has been conducted with humans, as I review next.

The escape response paradigm, in which subjects can decide whether or not they want to answer on a given trial, is the most widespread measure of animal metacognition (e.g., Smith, 2009). It has a parallel in a paradigm used by Reder and Ritter (1992), who also asked participants whether they wanted to make a response. Participants were asked to multiply two 2-digit numbers (e.g., 22*47). The same numbers appeared frequently, sometimes together and sometimes separately (e.g., 22 without 47). Before answering each question, participants were asked to quickly decide whether they could retrieve the answer from memory or would have to compute it. These judgments were mainly influenced by the participants’ familiarity with the numbers in the question (e.g., 22 and 47), not by their knowledge of the answer (i.e., 1034). Similarly, Reder (1987) used a “game show” paradigm in which participants had to decide quickly whether or not to “ring in”—that is, whether or not they knew the answer—without waiting to think of the answer first. Participants were more confident that they could answer questions (e.g., what is the term in golf for one under par?) in which some of the words had been primed (e.g., golf, par), even when the primes did not actually increase response accuracy. In these paradigms, like in the escape response paradigm (which has been used with a memory task; Smith, Shields, Allendoerfer, & Washburn, 1998), the judgment being made was whether or not the participant wanted to answer. The evidence suggests that humans’ metacognitive responses were made based on ease of processing, not memory strength, in these paradigms.
Hampton (2001) introduced another paradigm reviewed earlier, in which animals could chose to avoid taking a recognition test, that has provided convincing evidence of animal metacognition. It has a parallel in research by Schwartz and Metcalfe (1992). In the first phase of their procedure, participants made pleasantness ratings that primed certain words that would appear later in the experiment. Next, participants learned word pairs (e.g., moon-noon) and then took a test. During the test, when they could not think of the answer, they were asked to rate the probability that they would be able to select the answer on a recognition test. During the first phase, the researchers had independently primed either the cue (e.g., moon) or the target response (e.g., noon). They found that feeling of knowing varied as a function of cue fluency but the fluency of the target response did not affect judgments. Like in Hampton’s (2001) paradigm, participants had to judge their ability to recognize an answer on a test that would occur almost immediately. Again, the human results suggested that ease of processing of the cue, not target memory strength, guided metacognitive judgments (also see Metcalfe, Schwartz, and Joaquim, 1993).

Kornell et al. (2007) introduced a third influential paradigm by asking monkeys to make “bets” after they had made a response in a memory task. This paradigm has a parallel in research by Kelley and Lindsay (1993). Before human participants were asked a set of general knowledge questions (e.g., “What was Buffalo Bill’s last name?), they were shown one of three types of prime: the correct answer (e.g., Cody), an unrelated answer (e.g., Melville), or an incorrect but related answer (e.g., Hickock). Being primed with an incorrect answer made participants give that answer more often and faster than when they were primed with an unrelated answer. Most important, priming increased
participants’ confidence in the incorrect answer they had just given. (Being primed with the correct answer had a similar effect.) Like in Kornell et al.’s (2007) paradigm, participants were asked to make a retrospective judgment about the accuracy of a response they had just made. The human results supported the view that ease of processing controlled metacognitive judgments.

To summarize, three important animal metacognition paradigms have analogues in human metacognition paradigms, and humans appear to make judgments based on ease of processing, not memory strength, in all cases. Although the paradigms used with humans and animals are not identical, one thing seems clear, given the evidence: It would be unwise to assume that animals are making judgments based on direct access to memory strength. Perhaps the assumption should be that animal judgments are inferential until evidence is gathered that proves otherwise.

In defense of the direct access view, it is possible that people rely on direct access to make simple metacognitive judgments and only resort to making inferences in metacognitively demanding situations. For example, there is probably some truth to the idea that humans know when they have a memory and when they do not. Most people can rightly report that they have absolutely no idea what the plastic or metal end of a shoelace is called (aglet) but do remember what the rounded utensil used to dig food is called (spoon). Even in these cases, though, people may make judgments based on inferences (e.g., Jameson, Narens, Goldfarb, & Nelson, 1990). Moreover, in animal metacognition paradigms, the typical judgment is not about whether the animal has a memory or not. The animal has either just seen, or is looking at, the stimulus it is supposed to judge, so drawing a complete blank seems unlikely. In short, if humans and
other animals are similar, it may be in their reliance on inferential cues, but this is an empirical question.

**Do Animals Base their Judgments on Sufficiently Metacognitive Cues?**

To a human metacognition researcher, retrieval fluency is a perfectly valid metacognitive cue. For example, a study mentioned earlier found that recalling an answer quickly was associated with giving relatively high metacognitive ratings (Benjamin et al., 1998). To animal metacognition researchers, on the other hand, a metacognitive judgment made based on reaction time is not sufficiently metacognitive. The implicit assumption is that animals’ certainty judgments are more sophisticated than that (in particular, they are made based on direct access to memory strength). It is likely that this assumption is misguided, given that a) it suggests that animals take a more sophisticated approach to certainty judgments than humans do, and b) there is no evidence to support it. (Ironically, my colleagues and I adopted this assumption when we tried to demonstrate that our monkeys’ metacognitive responses could not be explained based on reaction time alone; Kornell et al., 2007.)

The question, then, is do the specific tasks used with animals require self-reflection? The direct access view might answer yes: the animals examine their own memories. From the inferential view, though, this question raises another: What cues do animals rely on to make their judgments? Do animals, like humans, rely on cues like ease of processing? As I discuss next, it may be possible to answer this question empirically.

**The Importance of Metacognitive Errors**

One way to understand the processes underlying metacognitive judgments is to examine metacognitive errors. Metacognitive errors occur when memory performance
does not match memory judgments. Research on such errors has been crucial in human metacognition research. When cues like ease of processing and reaction time lead to accurate judgments (see, e.g., Dunlosky & Nelson, 1992; Jacoby & Kelley, 1987; Nelson, Dunlosky, Graf, & Narens, 1994), it is difficult to disentangle the effect of memory strength from the effects of other cues. Metacognitive errors help isolate memory strength and identify the cues that control metacognitive judgments. Thus, the human metacognition literature is a parade of research on systematic heuristics, errors, and biases (see Bjork, Dunlosky, & Kornell, 2013; Dunlosky & Bjork, 2008).

There is no evidence that animals are prone to systematic metacognitive errors or biases, not necessarily because the biases do not exist, but because thus far, research paradigms have supported accurate responding. Ironically, examining errors might be the best way to demonstrate animals’ metacognitive accomplishments. According to explanations based on simple reinforcement (cf. Le Pelley, 2012), animals’ ostensibly metacognitive responses are actually learned behaviors that maximize reward. If a study were conducted in which systematic metacognitive errors caused animals to escape or decline test trials when they were likely to be correct, or to make high-risk bets when they were likely to be incorrect, their metacognitive responding would diminish reward. Systematic metacognitive errors that either did not affect, or deceased, reward rates would be difficult to explain based on simple reinforcement.

Next I propose two specific paradigms that could be used to investigate metacognitive errors. These paradigms put two cues, such as ease of processing and memory strength, in opposition. If each cue pushes judgments in a different direction, examining where the judgments end up can indicate which cue influences behavior more.
In the first paradigm, animals would be trained to respond based on abstract properties of a stimulus rather than its surface features. In such tasks, it is theoretically possible to manipulate perceptual fluency without manipulating task performance. For example, assume a monkey has learned to make metacognitive judgments about a primary task in which he is meant to select squares but not other rectangles. He could then be presented with the same task, but the ease of processing of the shapes could be manipulated by presenting them in high or low contrast. Low contrast leads humans to be less certain in a variety of tasks, even when it does not impair their task performance (e.g., Alter & Oppenheimer, 2008, 2009). The same might be true of animals. Perceptual fluency could be manipulated without affecting task accuracy in many abstract tasks, such as when animals make numerical judgments, judgments of relative size, and so on.

A second specific proposal would require animals to learn to associate cues with targets, as often happens in research on human metacognition. If animals are like humans, manipulating the fluency of the cue might impact metacognitive judgments even when it does not affect their memory of the cue-target association (see Schwartz & Metcalfe, 1992). For example, assume a monkey had learned to associate two pictures, so that when she was shown a cue picture, she could pick out the associated target from among distractors. If this monkey were shown the cue alone and asked to make a metacognitive judgment, the familiarity of the cue might affect her judgment: She might be more certain about cues that had been pre-exposed earlier in the same session, as compared to cues that had not been pre-exposed. Presumably pre-exposing her to the cue would not affect her ability to select the target based on that cue.
If these proposed studies produced evidence that metacognitive judgments are affected by cues that do not affect task performance, it would suggest that, like humans, animals make metacognitive judgments based on cues like ease of processing, not memory strength itself. (It would be even more interesting to find convincing evidence to the contrary.) Such research could be valuable in multiple ways. First, it could demonstrate a parallel between humans and animals. Second, it could advance debate about whether simple reinforcement—which might struggle to explain metacognitive errors that do not increase reward rates—can explain ostensibly metacognitive behavior. Third, specific information about how animals make metacognitive judgments would provide grounding for a more informed debate about whether animals (and humans, for that matter) engage in meaningful self-reflection when they make certainty judgments. I address this third point next.

**The Varieties of Metacognitive Experience**

In all paradigms used to date, animals’ metacognitive choices have boiled down to two options: certain or uncertain (see Kornell, 2009). Are the essential properties of metacognition—self-reflection on internal cognitive states—present in these certainty judgments? In humans, certainty judgments do not appear to require conscious processing (Reder & Schunn, 1996; Son & Kornell, 2005). Indeed, feelings of certainty, or lack thereof, are so common that they usually occur without being noticed (Kornell, 2009). For example, every time you go somewhere without checking a map or asking for directions you make an implicit assessment that you know how to get there. But you are not always conscious of this assessment. Animal navigation surely involves similar implicit judgments. Similarly, animals will seek more information when they do not
know where food is hidden, but reach directly for the food when they do (Call, 2010; Call & Carpenter, 2001; Hampton, Zivin, & Murray, 2004; Hampton 2009).

In addition, even if some certainty judgments are made consciously, it is not clear that animal metacognition tasks would involve self-reflection. In a self-reflective judgment, the subject of the judgment is the self (for example, in a successful mark test, an animal recognizes itself in a mirror; Gallup, 1970). In animal metacognition research, the subject of the judgment is a perception or memory of an external stimulus (Metcalf, 2003). In other words, saying “that picture is familiar” is a judgment about the familiarity of the picture, not a judgment about oneself.

Part of the reason why researchers have linked self-reflection and animal metacognition may be faulty syllogistic reasoning. If we posit two premises—that human metacognitive judgments can involve self-reflection and that animals make metacognitive judgments—we can conclude that animals must engage in self-reflection too. The problem is, there are many varieties of human metacognition. Some clearly involve self-monitoring: Humans think constantly about specific cognitions (e.g., “what was I thinking?”) and our cognitive systems more generally (e.g., “I am bad at remembering names”; see Magnussen, Andersson, Cornoldi, De Beni, Endestad, Goodman, et al., 2006). We also have metacognitive experiences that can be all-too-conscious, such as the tip of the tongue experience (Schwartz, 2002). These examples, though, bear only a passing resemblance to certainty judgments. Humans and animals seem to perform similarly in simple metacognitive tasks (e.g., Smith, et al., 2003), but there is scant evidence that animals engage in the varieties of metacognition that require self-reflection. There are metacognitive fields where only humans seem to play.
It might seem that even without self-reflection, being able to monitor certainty is an impressive cognitive feat for an animal. Do animals monitor certainty? Probably not, because certainty is an effect, not a cause. Consider what happens when an animal sees a picture in an experiment: Familiarity with the picture, and the associated ease of processing, causes it to arrive at a metacognitive judgment and make a response. In the same situation, a person might have an additional feeling of certainty, but whether an animal feels uncertain is difficult to tell. Thus, certainty judgment is a useful term, but it is hard to know whether certainty is relevant in animals: certainty judgments are not made based on certainty, and they do not necessarily lead to feelings of certainty either. It seems likely that they do make metacognitive judgments, but they do so based on cues such as familiarity and ease of processing.

**Conclusion**

Metacognition is often viewed as a special ability that requires sophisticated higher-order cognition (e.g., Terrace & Metcalfe, 2005). It may be time to question this view (cf. Hampton, 2009). Animals probably make certainty judgments in the same way humans do: by drawing inferences based on cues like ease of processing and reaction time, not by directly accessing the strength of their memories. How animals make certainty judgments is an empirical question. Animal tasks tend to resemble the sort of metacognitive tasks that require neither self-reflection nor consciousness in humans. They are metacognitive but not exactly self-reflective, just like tomato paste is nourishing but not exactly a vegetable.
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Footnotes

1 The term animals will be used to refer to non-human animals. In most cases, it refers to primates and dolphins that have demonstrated metacognitive abilities. Other animals, such as pigeons, have failed in metacognitive tasks (Sutton & Shettleworth, 2008).

2 There are two basic kinds of metacognitive task: memory tasks and perceptual discrimination tasks. In this article I focus on memory tasks because perceptual tasks are subject to the objection that they can be responded to based on external stimuli that are present at the time of the response. Thus, the gold standard for demonstrating metacognition in animals is been the ability to evaluate the strength of one’s own memories (e.g., Smith, 2009; Kornell, 2009).

3 There is nothing problematic about reward per se. If an animal responds based on metacognitive cues, then its behavior should be considered metacognitive. The question is whether behavior can be explained without reference to internal metacognitive cues.

4 Animal metacognition paradigms come in many varieties (e.g., Beran, Smith, & Perdue, in press; Call, 2010; Call & Carpenter, 2001; Couchman et al., 2010; Crystal & Foote, 2011; Inman & Shettleworth, 1999; Redford, 2010).